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With the rising computational and memory cost of deep neural 
networks there is more effort to reduce the size of these models, 
especially when their deployment on resource constrained devices 
is the goal. New methods of compressing neural networks are 
being constantly developed with the goal of minimizing the drop 
in accuracy. In this paper we focus on pruning techniques as a way 
of compression. We present a comparison of different pruning 
criteria and analyze the loss in accuracy for the case of a simple 
non-iterative pruning procedure. We provide the comparison 
between cases when these criteria are applied to different 
architectures of convolutional neural networks. 
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Ključne besede: 
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kompresija modelov, 
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globoko učenje, 

 globoke nevronske mreže 

 Zaradi naraščajočih računskih in pomnilniških zahtev globokih 
nevronskih mrež je vedno več truda usmerjenega v zmanjšanje 
velikosti teh modelov, še posebej kadar je cilj njihova uporaba na 
napravah z omejenimi viri. Nenehno se razvijajo nove metode za 
stiskanje nevronskih mrež, katerih cilj je čim manjši padec 
natančnosti. V tem članku se osredotočamo na tehnike 
obrezovanja (pruning) kot način stiskanja. Predstavimo 
primerjavo različnih kriterijev obrezovanja in analiziramo izgubo 
natančnosti pri enostavnem, neiterativnem postopku 
obrezovanja. Podamo primerjavo primerov, kjer so ti kriteriji 
uporabljeni pri različnih arhitekturah konvolucijskih nevronskih 
mrež.  
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1 Introduction 
 
Since the surge of popularity of deep neural networks in the area of computer vision 
has started, we have seen a growing trend when it comes to size and number of 
parameters of these models. This has also led to a rise in their memory and 
computational cost which makes their deployment on resource constrained devices, 
such as mobile or edge devices, challenging.  
 
While there is a lot of effort invested in creating more lightweight models (Iandola, 
2016; Buotros et al., 2022; Sandler et al., 2018), they can rarely achieve the accuracy 
comparable to the one of deep models. Compression attempts to reduce the number 
of parameters of larger models while maintaining the original accuracy or minimizing 
its reduction.  
 
There are several different techniques of compressing neural networks. Some 
techniques such as quantization (Cai & Vasconcelos, 2020; Jacob et al., 2018; Zhou 
et al., 2017) focus on reducing the memory cost of a neural network by reducing the 
number of bits required for parameter representation. Other methods such as 
knowledge distillation (Hinton, 2015; Li et al., 2023; Park et al., 2019) attempt to 
train lightweight models so that they mimic the behavior of a larger architecture. 
Third group of methods, such as low-rank matrix decomposition (Lin et al., 2018) 
attempt to reduce computational cost of inference by reducing the number of 
operations in the network.  
 
Pruning focuses on removing redundant connections or filters from a neural 
network. Connections which are considered redundant are the ones carrying either 
a low amount of information or less important information and are determined by 
a specific metric called the pruning criterion. The matter of choosing a pruning 
criterion is a topic of a large number of works. Criterion is mostly chosen in such a 
way that the reduction in the accuracy of the network is minimized, but can also be 
chosen in regards to a particular, specialized task such as reduction of bias in 
biometric models (Lin et al., 2022), improving discriminative power of the network 
(Liu et al., 2021) or enhancing generalization ability (Zimmer et al., 2023). 
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In this paper we will do a comparison and analysis of three different pruning criteria, 
based on different indicators in the neural network, such as outputs of layers, filter 
weights and batch normalization parameters. We will test the criteria on different 
architectures of convolutional networks and present results obtained on different 
datasets. 
 
2 Related work 
 
One of the early works presenting neural network pruning (LeCun et al., 1989) was 
published all the way back in 1989. The very idea for pruning stems from biology. 
At a young age children develop a large number of neural connections in order to 
make learning more efficient. Later on in life when a lot of the tasks learned in the 
earlier years become standard a lot of these connections are deactivated (Calderia et 
al., 2025). By the same logic, having a large number of layers and connections in a 
neural network makes information flow and learning easier, but during inference a 
lot of those connections are proven to be redundant and can be removed.  
 
Pruning once again became popular with the development of deep learning, when 
the size of models began to significantly increase. At first, most of the work focused 
on finding the optimal pruning criterion, which would determine which of the 
connections can be removed from the network without a significant drop in 
accuracy. One of the first notable works around this time (Li et al., 2016) proposes 
computing L1 norm of filter weights in each layer of a convolutional network. Filters 
with the lowest value of the norm are then removed under the assumption that they 
have the least effect on the output. Some methods focus on using the change in the 
loss function when a filter is pruned as an indicator of importance. Method 
presented in (You et al., 2019) proposes using a first-order Taylor expansion to 
estimate the change in the loss caused by setting a filter to zero Certain papers such 
as (Liu et al., 2017) are based on the concept of sparsity regularization. The 
mentioned paper proposes using batch normalization layers as indicators and applies 
L1 regularization to batch normalization weights before using their values to choose 
which filters to prune.  
 
Several recent works exploring pruning focus on finding a new, more efficient 
pruning metric, which remains one of the biggest problems of the method. Shang et 
al. (Shang et al., 2022), propose breaking down the pruning procedure into layer-
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level problems and solving them cooperatively. By assuming that the removal of a 
filter mostly affects the filters in the same layer, they propose using an evolutionary 
algorithm to choose a subpopulation of filters to keep for each layer. On the other 
hand, the work in (Liu et al., 2021) focuses more on improving the dicriminative 
power of the network by introducing discriminative-aware losses such as cross-
entropy to intermediate layers of the network, and combining them with feature-
reconstruction error. Basha et al. (Basha et al., 2024) propose looking at the training 
history of the network. The hypothesis is that if the difference between the filters 
does not change significantly through the training epochs, those filters can be 
considered redundant. They suggest measuring the difference between the L1 norms 
of different filter pairs during the training procedure and pruning one of the filters 
in the pairs with the smallest sums of absolute differences.  
 
Li et al. (Li et al., 2022) argue that the structure of a network is just as important as 
the weights and that random channel pruning has the ability to reach performance 
levels of more complex pruning criterion. Although simply randomly choosing 
channels to prune cannot achieve competitive performance, the authors propose 
two setups based on random pruning. One is randomly choosing filters in a layer, 
then pruning them based on a certain criterion, such as L1. The other method is 
randomly choosing network configurations and training them in parallel. 
 
Work in (Fang et al., 2023) addresses the issues with structural pruning. When 
performing structural pruning the architecture of the network is changed and 
interdependence between the parameters can oftentimes be violated. For this reason, 
the design often needs to be architecture specific. The authors attempt to find a way 
of automating structural pruning by representing the network as a graph and 
performing pruning by taking these dependencies into consideration.  
 
Zimmer et al. (Zimmer et al., 2023) focuses on trying to enhance generalization 
ability of pruned networks by averaging out the parameters of different models. 
Since averaging the parameters of differently pruned models could actually increase 
sparsity of the final model, the authors propose so-called sparse model soups. This 
entails pretraining and pruning a larger model, then forming different models by 
changing other hyperparameters which can then be averaged. This allows the 
sparsity level to remain intact.  
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Some works have attempted to combine pruning with other compression 
techniques. In (Li et al., 2023) pruning is combined with mixed-precision 
quantization for a more efficient hardware acceleration. Iterative quantization is 
performed until the redundant weights are completely pruned and the rest of the 
network is quantized with a different bit-width. 
 
3 Methodology 
 
Pruning of filters in convolutional neural network in most cases consists of three 
steps: choosing the least important filters which can be removed, removing the filters 
and fine-tuning the model. The metric which implies which filters are the least 
important is called the pruning criterion, while the percentage of the filters chosen 
to be removed is referred to as pruning sparsity. We will be examining three different 
pruning criteria and comparing their performance. 
 
First examined algorithm is based on the output of the filters. We consider a greedy 
algorithm which chooses filters based on their output norm. The algorithm removes 
filters one by one by choosing the filter with the lowest output norm after the 
removal of the previous filter until we achieve the desired sparsity.  
 
Other two methods determine redundant filters based on network parameters. The 
first method determines the least important filters by calculating their L1 norm under 
the assumption that the filters with the lowest norm contribute less to the output. 
The second method, proposed in (Liu et al., 2017), looks at weights of a batch 
normalization layer which is typically placed after the convolutional layer. The 
method applies L1 regularization to batch normalization layers, after which it 
chooses the filters to prune based on the corresponding batch norm weights.  
 
We evaluate the three techniques applied to three architectures of convolutional 
networks, VGG-16, ResNet-18 and ResNet-50, on CIFAR-10 and CIFAR-100 
datasets. We also provide results of the VGG-16 network on the ImageNet dataset.  
 
4 Experiments and Results 
 
When it comes to CIFAR datasets, all three networks have been trained from scratch 
after which pruning has been applied using the three described criteria with the same 
sparsity level of 40%. Pruned networks are then retrained on epochs, with a batch 
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size 32, using an SGD optimizer starting at a learning rate of 1e-3 which is then 
reduced to values 1e-4 and after that 1e-5. When using the CIFAR-10 dataset, the 
models are retrained on 10 epochs, and on the CIFAR-100 dataset, on 20 epochs. 
Random rotation and random horizontal flip are applied to the training images. The 
results are shown in the Table 1 and Table 2. When it comes to the slimming 
technique the original paper applies L1 regularization to the batch normalization 
layers during training. Considering that the tests on the ImageNet dataset are done 
using a pretrained model, the regularization is omitted in the other two datasets as 
well. This kind of test will give us an idea of how well batch normalization weights 
function as an indicator of importance on their own, without any additional 
preparation, which might prove to be useful in cases where training the original 
model from scratch is simply not possible for various reasons.  
 

Table 1: Results on CIFAR-10 
 

Model Method Accuracy 

VGG-16 

Pre-pruning  93.18% 
Greedy 91.01% 
L1 90.67% 
Slimming 90.66% 

ResNet-18 

Pre-pruning  94.41% 
Greedy 93.37% 
L1 93.38% 
Slimming 93.54% 

ResNet-50 

Pre-pruning  94.96% 
Greedy 93.69% 
L1 93.99% 
Slimming 92.63% 

 
From the tabels we can see that on most combinations of architecture and dataset 
the pruning criteria give comparable results. There is also a notable drop in 
performance in most of the cases, in some being more prominent than the others. 
The results imply that the drop in performance of the pruned models is affected by 
many factors, including the original architecture, the dataset and the retraining 
procedure.  
 
VGG-16 is also tested on the ImageNet dataset. Retraining a pruned network on 
ImageNet is a more challenging task and some works use iterative retraining 
procedures where the network is retrained after pruning each of the layers, in order 
to get minimize the loss of accuracy as much as possible. For the sake of direct 
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comparisson, the network is retrained on ImageNet in the similar way as on CIFAR 
datasets. The network is retrained on 10 epochs after completely pruning all of the 
convolutional layers, using the same parameters as described for the CIFAR datasets. 
The training images are center-cropped to the appropriate size and random 
horizontal flip is applied. No other augmentations are added to the images. The 
results are shown in the Table 3.  
 

Table 2: Results on CIFAR-100 
 

Model Method Accuracy 

VGG-16 

Pre-pruning  71.50% 
Greedy 68.26% 
L1 67.26% 
Slimming 67.92% 

ResNet-18 

Pre-pruning  75.72% 
Greedy 74.11% 
L1 75.08% 
Slimming 74.95% 

ResNet-50 

Pre-pruning  78.76% 
Greedy 76.87% 
L1 75.66% 
Slimming 77.40% 

 
Table 3: Results on ImageNet 

 
Model Method Accuracy 

VGG-16 

Pre-pruning  73.42% 
Greedy 68.39% 
L1 68.77% 
Slimming 68.50% 

 
In the case of ImageNet there is also a comparable performance between the 
different pruning criteria. Performance loss in this case is more significant, since 
complex datasets require more complex procedures, such as iterative retraining after 
pruning each of the layers, as was previously mentioned. This allows the network to 
gradually adjust to the loss of information.   
 
5 Conclusion 
 
In this paper we have explored different pruning criteria based on both outputs of 
layers and network parameters. We have tested and compared these criteria on three 
different architectures of convolutional neural networks using three different 



R. Lajić, P. Peer, Ž. Emeršič: Exploring the Differences in Pruning Methods for Convolutional 
Neural Networks 39. 

 

 

datasets. From the results we can conclude that the metrics give comparable results 
for most cases but that there is a certain drop in accuracy when networks are reduced 
to 60% of their convolutional filters. In order for the pruned models to give accuracy 
which matches the one of the full-sized model, more complex retraining procedures 
must be applied even for simple datasets, while for more challening cases both more 
complex training procedures and more advanced pruning criteria.  
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